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Abstract— Graduate degrees are becoming 

more popular as a result of the current, 

extremely competitive work environment. Both 

applicants and university entrance faculty 

members have been burdened by this, which 

has also increased workload. Many students in 

today's educational environment prefer to 

continue their education after completing an 

engineering programme or any graduate 

degree programme at universities abroad, such 

as those in the USA, UK, and other countries. 

The TOFL and GRE exams, which are 

required for studying abroad, must be taken 

by students who want to pursue master's 

degrees at universities overseas. One of the 

most important things students must think 

about after taking the examinations is 

preparing their SOP and LOR. 

There are some consultancies and internet 

tools that suggest institutions, but many charge 

exorbitant fees for their services, and the online 

tools are sometimes are not correct. 

Thus, we suggest this initiative. employing 

machine learning to predict graduate 

admission, which will inform students of their 

chances of admission to other colleges. To 

obtain the prediction, we use various machine 

learning models. These models ought to be 

highly accurate and ought to take into account 

all the important variables that are crucial to 

the student admissions process. The 

anticipated results offer students a precise 

sense of their prospects of admission to a 

particular university. The suggested model 

makes use of both classification and regression 

algorithms. 

Keywords— admissions, graduate studies, 

machine learning Regression, Classification. 

 

I. INTRODUCTION  

A form of artificial intelligence (AI) called 

machine learning enables computers to 

automatically get better over time. As its 

applications expand to new fields such as 

agriculture, finance, electronic commerce, 

logistics, marketing, and security, it is now 

playing a larger role in our daily lives. 

Additionally, machine learning makes a growing 

number of applications possible that weren't 
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before. The use of machine learning in education 

is likewise growing faster. Many researchers and 

scientists have recently expressed interest in using 

machine learning in educational settings. 

In this regard, early admissions prediction is seen 

as a crucial subject for both the university and 

new graduate students. Sadly, recently graduated 

students frequently do not know what is necessary 

to get admitted to a university postgraduate 

programme. Because of this, they waste their 

limited time and resources concentrating on 

activities that won't improve their prospects of 

getting accepted into graduate programmes. 

 

What artificial intelligence algorithm is the most 

effective in predicting university admission? are 

the primary and actual difficulties surrounding 

this topic. What factors are second-most crucial in 

determining acceptance chances? 

The main goal of this research is to offer a 

machine learning-based approach for early 

admission prediction to institutions. Linear 

regression, support vector regression, decision 

tree regression, and random forest regression are 

just a few of the supervised machine learning 

techniques that will be used to analyse our dataset 

in the first stage. These methods also include 

Gradient Boosting Classifier, KNN, Random 

Forest, and Logistic Regression. The second 

objective is to evaluate and contrast all of the 

evaluation criteria and algorithms that were used 

to create a prediction model. 

II. LITERATURE SURVEY 

The goal of many aspiring graduate students is to 

finish their coursework and get ready for the 

master's degree, which is the next step. Many of 

them might be interested in learning more about 

the prerequisites for university entrance as well as 

the universities to which they might be admitted 

based on those prerequisites[1, 2]. 

The assessment of student enrollment prospects in 

universities is covered in this section's review of 

the relevant literature. Numerous studies and 

initiatives on the subject of university admission 

have been conducted, and these have made 

extensive use of machine learning models to assist 

students in getting accepted into the colleges of 

their choice. 

 

The main limitation of earlier research in this field 

is that it did not take into account all the variables 

that will affect a student's admission, such as 

TOEFL/IELTS, SOP, LOR, and undergrad score. 

An earlier study in this area evaluated the 

likelihood that a student application to a certain 

university would be accepted using the Naive 

Bayes algorithm. However, the current method 

makes use of several classification and regression 

techniques to estimate the likelihood that an 

applicant would be admitted while assessing the 

applications submitted by university-bound 

international students. 

By comparing prospective students' scores to 

those of university students currently enrolled, 

this model was created to predict how well they 

will do The programme so predicted whether the 

potential student should be admitted to the 

university based on a variety of student scores.. In 

the current approach, comparisons are done 

between students who were accepted into 

institutions and those who had their applications 

denied, ensuring that the method is completely 

error-free. 

 

III. METHODOLOGY 

The whole approach is depicted by the 

following flowchart: 
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Figure 2. Flow Chart of The Technique 

Understanding the problem: Prior to moving 

ahead, it is important to take some time to 

consider the issues or worries that students had 

throughout the time leading up to their admission. 

The goals of this study should then be to find 

answers to those issues. 

Data Preparation: The data needs to be cleaned, 

which entails taking out any noise, filling in any 

missing numbers or outlier values, and deciding 

on the traits and aspects that will be of the utmost 

significance in the admissions process for 

students. 

Building Models: For admittance to a specific 

university, a number of ML models must be 

created using different machine learning 

techniques, and a user interface must be created to 

allow for access to those models [3]. 

Evaluation: Based on their accuracy ratings, 

developed models are assessed. When the model 

is finished, it will be integrated for the final 

deployment. 

cleansing and analysis of data: • Examining 

feature values to determine [5] until you see the 

range or distribution of values typical for each 

feature, what needs to be cleaned or pre-processed 

• Anomalies such as incorrect data formats, 

incorrect units for a certain column, or a dearth of 

cases for a particular class can be found.or you 

might discover missing or noisy data. • You can 

determine if the issue is indeed solvable without 

the use of machine learning. The data cleansing 

procedure offers the following major advantages: 

1. By doing this, significant flaws and 

inconsistencies that are unavoidable when 

combining data from many sources into one 

dataset are removed. 

2. Everyone will be more productive thanks to 

data cleansing software because they will be able 

to 

3. Less errors result in happier customers and 

happier employees. 

4. The capability to visualise the various 

operations, as well as the purpose and source of 

your data. 

 

Because we analysed the data, there aren't any 

outliers or missing numbers, thus there's no need 

to deal with them in this set of data. We can fill in 

(or remove) any missing numbers and outliers 

using any method. 

 

Dataset: 

The data in use [6] consisted of 500 instances, 

each of which represented a candidate. Neither 

categories nor null value entries were present in 

the dataset. This dataset was obtained from 

UCLA's admissions history information. There are 

eight attributes total in the dataset, and each one is 

a number: 

I. GRE score (General Record Examinations); 

this score assesses general proficiency in English 

and mathematics at the undergraduate level. This 

score has a value between 260 and 340. 

 

II. The TOEFL score, which gauges a student's 

proficiency in English, is the second factor. This 

score has a value between 0 and 120. 

 

III. The SOP (Statement of Purpose), which is a 

statement outlining the applicant's motivation for 

submitting the application On a scale of one to 

five, something is scored. 

 

IV. The LOR (Letter of Recommendation) 

evaluates the validity of the applicant's 

recommendation. On a scale of one to five, 

something is scored. 

V. Cumulative Grade Point Average (CGPA), 

which is based on the applicant's success in 
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undergraduate courses. On a scale of one to ten, 

something is scored. 

 

VI. University Ranking, which is based on the 

applicant's prior school's standing. On a scale of 

one to five, something is scored. 

 

VII. The applicant's familiarity with research is 

taken into account when grading their research 

experience. This value can either be one or zero. 

 

VIII. Chance of Admission, or the proportion of 

applicants admitted to graduate school. This 

characteristic is the intended value for which the 

rate from zero to one will be anticipated. 

 

 

Figure 1. Data from Admission Prediction CSV 
 

Data Visualization: 

Our ability to recognise the characteristics and 

labels will depend on the results of the data 

analysis. Based on the aforementioned data, we 

must first take into account the parameters that 

significantly affect or have an influence on chance 

of admission[4]. 

• We can learn about specific characteristics that 

are more impacted by the analysis or visualisation. 

Correlation matrices are one such data 

visualisation technique. 

In order to identify the predictive analysis 

techniques that would be most helpful in 

developing a suitable model, correlation matrices 

can help. 

It is evident that the admission rate and all features 

have a uniformly positive connection. The 

"CGPA" factor has a significant value of 0.88, 

making it the most important factor in determining 

admission rates, while the "Research" factor has 

the least significant impact on admission rates, 

with a value of 0.54. 
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  Fig.1Correlation matrix incorporating all 
eight qualities 

IV. ALGORITHMS 

For predictive modelling using machine learning, 

there are numerous algorithms. The sections below 

describe the algorithms used in the proposed 

system to create the regression  and classification 

predictive models. 

 

A. Evaluation models     

 

Linear Regression (LR): 

The simple and easiest supervised machine 

learning algorithm is linear regression LR [10].A 

relationship between a dependent variable and one 

or more independent variables can be modelled 

using this method. Finding a straight regression 

line through the points is what it entails. 

Support Vector Regression (SVR) :Another 

well-liked Machine Learning technique that is 

utilised for both classification and regression is 

Support Vector Regression (SVR) [11]. With only 

a few small exceptions, it is same as linear 

regression. SVR enables us to choose the 

acceptable level of error in our predictive model 

and will select the best line to suit the data. 

Random Forest: [12] One of the most well-

known and effective machine learning algorithms 

that can handle both classification and regression 

tasks is the random forest technique. In a limited 

number of decision reads, this method generates 

forests. 

Random forest regressor: 

In the Random Forest Regression (RFR) ensemble 

learning method, a large number of decision trees 

are built during the training phase, and the average 

prediction of each tree is used to enhance the 

prediction. 

Random forest classifier: 

The class that the majority of trees in the random 

forest choose as their output is what is used in the 

random forest classifier task. 

Gradient Boosting regressor and classifier:  

By integrating the weak learners or weak 

predictive models, the gradient boosting algorithm 

creates an ensemble model. Starting with a 

constant, such as the average of the target values, 

the model is fitted. The estimators or decision trees 

are fitted to predict the negative gradients of the 

samples in following rounds. Each iteration 

updates the gradients (for every subsequent 

estimator). The outcome or the contribution from 

each additional tree or set of estimators is shrunk 

using a learning rate. When the target column is 

continuous, we use the gradient boosting 

regression; however, when the problem is a 

classification problem, we use the gradient 

boosting classifier. Between the two, the "Loss 

function" is the only distinction. 

By utilising gradient descent to add weak learners, 

the major objective of this exercise is to minimise 

this loss function. We will have different loss 

functions for regression issues, such Mean 

Squared Error (MSE), and for classification 

problems, like log-likelihood, since it is based on a 

loss function. 

Logistic Regression: 

This approach uses a threshold and a sigmoid 

function. The Logistic Regression algorithm 

assigns weights to each feature using a cost 

function, much like the Linear Regression 

algorithm. The approach uses gradient descent to 

minimise the cost function. 

K-Nearest Neighbours: 

The K-Nearest Neighbors algorithm is the one that 

is most frequently used for classification and 

regression purposes. The term "KNN" stands for 

"k nearest neighbor," where "k" is an integer value 
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that indicates how many neighbours should be 

compared. It is applicable to both classification 

and regression. To find the mode value, for 

instance, if the k value is 5, it will compare the 

five closest neighbours.. If the k value is 6, on the 

other hand, it will take the six closest values and 

determine the mean value. 

B.Evaluation Methods 

A crucial component of creating a powerful 

machine learning model is model evaluation. 

There are numerous evaluation techniques 

available. We will discuss the three main metrics 

we will use in our evaluation—R-squared (R2), 

Mean Square Error (MSE), and Root Mean Square 

Error—in the sections that follow (RMSE). 

R-Squared (R2 or the coefficient of 

determination): 

A tool for assessing the effectiveness of simple 

linear regression is R-Squared (also known as R2 

or the coefficient of determination) [8]. It 

determines how well the point distribution is 

described by the regression equation or how well 

the model fits the observed data. In other words, 

the scatter plot scatters more widely about the 

regression line the closer the coefficient of 

determination is near 0.On the other hand, when 

the R2 gets closer to the regression line, the cloud 

of dots around it becomes smaller. 1. R2 equals 1 

when all points on the regression line are perfectly 

aligned. 

Mean Square Error (MSE): 

The square of the prediction between the model 

and the observations is what is known as the 

arithmetic mean ([9]). In the context of a single or 

several regressions, this value must be minimised. 

The technique is dependent on the residuals' mean 

being null, or not present. However, their squares' 

average rarely equals zero. 

 

Root Mean Square Error (RMSE) 

It is a typical method for figuring out the 

inaccuracy in model evaluation studies. The square 

root of a mistake is its mean across all squares. 

B. Comparision of machine learning algorithms 

for predicting university admission 

Regression algorithms and classification 

techniques are compared in Table 1 for each type 

of algorithm (logistic regression, KNN, random 

forest classifier and gradient boosting classifier). 

 

TABLE I.  COMPARING MODELS 

TABLE II.  ALGORITHMS 
Accuracy 

score 

Linear Regression 0.821208 

Support Vector Regressor 0.759781 

Random Forest Regressor 0.795852 

Gradient Boosting 

Regressor 
0.796148 

Logistic Regression 0.9250 

K-Nearest Neighbours 0.8875 

Random Forest Classifier 0.9500 

Gradient Boosting 

Classifier 
0.9750 

 

Due to its high R2 score in comparison to other 

machine learning models, as shown in table 1, it is 

evident that the Gradient Boosting Classifier offers 

higher performance. 
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V.CONCLUSION 

By creating a prototype of the system that students 

wishing to further their education at other 

universities can use, the major mission of this 

work is to compare machine learning algorithms 

and discover the best suitable algorithms to 

forecast the chance to get admitted in Foreign 

Universities. For the suggested work, numerous 

machine learning algorithms were employed. 

Comparing Gradient Boosting Classifier to other 

regression and classification algorithms, it became 

clear that it was the most appropriate for the 

system's development. With an average accuracy 

of 97%, students can use the model to predict their 

chances of admission to a specific university. 

A GUI was created to make the application 

useable and user-friendly from a non-technical 

standpoint. The technique enables students to save 

a sizeable amount of time and money that they 

would otherwise spend on academic advisors and 

application costs for universities where they have 

little possibility of admittance, so successfully 

achieving the intended purpose of the research. 

The major limitation of our study is that we only 

used data from Indian students who were pursuing 

master's degrees in computer science in the US to 

build our models, and we only included a small 

number of universities with varying scores. In the 

future, the curriculum may be expanded to include 

more details about fresh colleges and courses. By 

modifying node-red, the system can also be 

converted into a web-based application. 

Finally, students can utilise machine learning 

model to predict their odds of admission to a 

specific university with great accuracy. 
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