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ABSTRACT- Economic inequality has 

historically been significantly impacted by 

pandemics. The pandemic COVID-19's 

global spread has drastically altered the 

political, social, economic, religious, and 

financial systems of the entire planet. The 

world's top 10 economies—the US, China, 

Japan, Germany, the UK, France, India, 

Italy, Brazil, and Canada—are all at risk of 

going bankrupt. Global economic growth is 

being significantly impacted by the pollution 

crisis. Global trade may potentially 

experience a 13–32% fall, depending on the 

depth and breadth of the global economic 

downturn. This study examines how 

COVID-19 has affected stock prices and 

economic growth. Principal component and 

hierarchical cluster analyses, as well as a 

customised Random Forest model enhanced 

by the Ada Boost algorithm, were used to 

examine the data sets. Even on unbalanced 

datasets, the suggested approach Boosted 

yields reliable predictions. 
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I. INTRODUCTION 

 

In Wuhan, China, COVID-19 made its 

initial appearance in December 2019 and ha 

Numerous countries around the world have 

enacted varied degrees of blockade and 

closure measures during the viral pandemic, 

including major commercial closures and 

stringent restrictions on the flow of people 

and products. The analysis above 

demonstrates that COVID-19 has had a 

terrible effect on the global economy. For 

instance, the COVID-19 outbreak in India 

has primarily disrupted the nation's 
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economy. The ministry of Statistics reports 

that India's growth decreased to 3.1% in the 

final quarter of the fiscal year 2020. A 

significant influence on both society and 

daily life there. The new corona virus is now 

a widespread pandemic disease as a result of 

its ongoing propagation. By June 20, 2022, 

the new corona virus had infected more than 

544 million individuals, killed more than 

6.35 million of those victims, and seriously 

harmed both human lives and material 

wealth. 

 

 

   

 
 

 

This study examines how COVID-19 has 

affected stock prices and economic growth. 

Principal component and hierarchical cluster 

analyses, as well as a customised Random 

Forest model enhanced by the Ada Boost 

algorithm, were used to examine the data 

sets. Even on unbalanced datasets, the 

suggested approach Boosted yields reliable 

predictions. 

 

Therefore, it is crucial to understand how to 

use current technology to forecast COVID-

19's future effects on the economy and 

assess how such effects affect economic 

development. Numerous sectors have 

employed machine learning algorithms to 

address some real-world issues as a result of 

the vast data accumulation and the quick 

advancement of computer technology. 

Therefore, utilising pertinent data from 170 

nations and areas collected during the 

COVID-19 era, this article's goal is to 

forecast the GDP of different countries and 

regions. In order to obtain a more precise 

approach, we are using hierarchical cluster 

analysis and the Random Forest Model 

Boosted by Ada boost algorithm in this 

research. The findings demonstrate that the 

proposed model outperforms all existing 

models in calculating the GDP of each 

nation or region. 

 

 In order to forecast GDP values, we also 

run experiments utilising the KAGGLE 

competitive data set, which includes GDP-

related data from 170 nations and regions. In 

this work, the data is processed, models are 

created, and Python is used extensively.  

 

In order to guide future efforts, the 

characteristics that have the biggest impact 

on the economy during the epidemic era are 

identified by completing a visual analysis of 

the correlation between different parameters 

and GDP. 

 

The methodology's accuracy in predicting 

GDP has been demonstrated by 

experimental data. 

 

The following can be used to summarize the 

contributions of our paper: 

 

• To create a new prediction model in this 

study that can forecast and assess changes in 

GDP in various countries or areas, we 

employed machine learning techniques such 

Random Forest, ADABoost, and 

hierarchical cluster analysis. The model can 

accurately predict GDP value using several 

data facets. 

 

 

• The MSE value is used to gauge how well 

the connected algorithm can predict the 

GDP of other nations. Our suggested 

approach surpasses every single algorithm, 
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including random forest and XG Boost, 

according to the results. 

Analyzed are the main elements that 

impacted a nation or region during the 

pandemic period. Data analysis also 

demonstrates the relationship between the 

data, supplying a data foundation for 

upcoming work and the economic recovery. 

 

• The COVID-19 risk and 

vulnerability index: 

 

A. Africa 

 

B. Europe 

 

C. Asia and Oceania 

 

D. Americans 

 

 

 

 

  

▪ Ranking  

 

▪ Vulnerability Index Score 

 
 

 
 

II.  FEATURE ENGINEERING 

 

The source, make-up, and data 

preprocessing procedures of the data 

collection are principally covered in 

this part. Information about COVID-

19's effects on the global economy 

was taken from the KAGGLE 

competition platform for the data set 

utilized in this essay. The global 

economic data set consists of 

information on 170 nations and 

regions over 10 different metrics. 
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Each day, the pertinent information 

for each nation or region is saved in 

one of them. First, we address the 

dataset's missing values and outliers, 

then remove the three columns of 

null values.   

 

 

 

 
 

 

This section describes the data set's origin, 

composition, and data preprocessing 

procedures in great detail. Information about 

COVID-19's effects on the global economy 

was taken from the KAGGLE competition 

platform for the data set utilized in this 

essay. Data from 170 countries and regions 

are included in the global economic data set, 

which covers 10 main factors. Each day, the 

pertinent information for each nation or 

region is saved in one of them. After dealing 

with the missing values and outliers in the 

dataset, we remove the three columns of null 

values.  

 

The results would be significantly impacted 

by the fact that the dataset's various fields 

have highly varied data densities.The data in 

the data set are standardized before the 

prediction in order to reduce error. The 

aforementioned data sets are then processed 

using feature engineering. This study 

examines how COVID-19 affects stock 

prices and economic growth. 

 

The data sets were analyzed using principal 

component and hierarchical cluster analysis, 

as well as a tailored Random Forest model 

improved by the Ada Boost technique. The 

suggested method, Boosted, produces 

accurate predictions even  on unbalanced 

datasets.  

 

The month, day of the week, weekend day, 

etc. are examples of temporal aspects that 

can be extracted from data after it has been 

preprocessed and compressed into smaller 

floating-point integers. The statistical 

features for a certain time period are then 

used to retrieve the characteristics of the lag, 

the number of infection and death cases, the 

characteristics of the maximum value, the 

characteristics of the minimum value, and 

the characteristics of the median value. The 

next stage is to use the rfecv method to 

choose features, and with each training 

cycle, certain unimportant traits are 

eliminated. 
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III.        ALGORITHM MODELS  

   

 
 

 

 

The Random Forest Method, for starters, is 

one of the most popular and effective 

supervised learning techniques based on 

decision trees. The key concept is to sample 

the same data set again in order to create N 

sub datasets with the same amount of data as 

the original data set. Each sub dataset's 

decision tree is built, and the ultimate 

anticipated result is obtained by casting a 

vote for each sub dataset's associated result. 

Ada Boost and XG Boost are two boosting 

algorithms used in machine learning.        

The AdaBoost method's main idea is to 

repeatedly train the same training data to 

generate different weak classifiers. 

 

The sample weights are then recreated in 

order to include the aforementioned weak 

classifiers into a strong classifier. 

  

Following are the steps needed to solve an 

Ada Boost algorithm regression problem. 

 

D(1)=(w11,w12,w13,…..w1m) 

 

W1i=1/m; 

 

where m is the data volume of the sample 

set and D (1) is the initial sample weight. 

 

 The sample set with weight Dk is then used 

to train the data to create the weak learner 

Gk (Xi). 

 

 eki=(Yi-Gk(Xi))2/E2,  

 

the square error for each sample, where Ek 

is the maximum error on the training data. 

 

 

IV.  EXPERIMENTS  

 

 

 

 
  

The experimental findings and analzses are 
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presented in this section. To compare the 

characteristics of Mean square error (MSE) 

and assess the effectiveness of various 

algorithm models for GDP forecasting. 

A lower MSE value enhances the model's 

predictive ability. 

The following is the MSE calculation 

formula: 

MSE=1/M (m=t) M (Ym-Ytm) 2  

 

 where M is the data volume and Ym and 

Ytm, respectively, represent the actual and 

forecast GDP levels. 

 

 

 
 

 

Table 1 displays the experimental findings 

for our connected model and the competing 

models. 

 

The connected model has the smallest MSE 

value, which is obvious. 

 

The results of various models on the 

economic dataset used to forecast GDP are 

displayed in Table 1. 

 

 Models                                                                   

MSE 

   

 

 

Coupled  6.975     

XGBOOST  6.495     

AdaBoost  8.650     

Random Forest  6.180     

      

 

   

 
 

 

 
 

 

V.      CONCLUSIONS 

 

In this study, the GDP of various nations 

and areas was predicted using a linked 

technique. We combine the Ada Boost and 

Random Forest algorithms to analyse the 

economic dataset from the Kaggle 

competition website. Outcomes indicate that 

our method may greatly lower the MSE 

value of the prediction results, 

demonstrating that the proposed algorithm 
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outperforms all alternatives. We also looked 

at the relationship between characteristics 

and GDP figures. Additionally, we receive 

some sage advice that will help us continue 

to increase the algorithm's accuracy and use 

it in a way that will decrease COVID-19's 

future financial impact. 
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